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Abstract

Network scale-up is a standard tool in size estimation of hidden groups. Our aim is to address the impact of missing data and imputation methods on its results. Recruiting 997 Iranian from general population, the prevalence of misuse of ten drugs was calculated. Then 10%, 30% and 50% of data were deleted 200 times. Sizes of groups were predicted analyzing complete case (CC), and after imputation by
median replacement (MED), linear and negative binomial regression (NB), and expectation maximum (EM). For positive relative biases (RB), values > 10% were defined as severe relative bias (SRB+). For negative RBs, SRB– was defined as values < −10%. At 10% and 30% missing rates, differences between contribution of MED and EM to create SRBs were 35% (41% versus 6%) and 10% (25% versus 10%). For MED, majority of SRBs happened was SRB–. However, majority of SRBs seen in linear and NB regression was SRB+. At 10%, relative to EM, all methods were more likely to produce SRB. By increase in missing rate, superiority of EM over other methods reduced. MED and linear regression imputations were the poorest methods. At 10% missing, EM partially reduced bias. However, at moderate missing rate, performance of no method was satisfying.

**Abbreviations**

<table>
<thead>
<tr>
<th>CC</th>
<th>Complete case</th>
</tr>
</thead>
<tbody>
<tr>
<td>EM</td>
<td>Expectation maximum</td>
</tr>
<tr>
<td>MED</td>
<td>Median substitution</td>
</tr>
<tr>
<td>NB</td>
<td>Negative binomial</td>
</tr>
<tr>
<td>OR</td>
<td>Odds ratio</td>
</tr>
<tr>
<td>RB</td>
<td>Relative bias</td>
</tr>
<tr>
<td>SRB</td>
<td>Severe relative bias</td>
</tr>
<tr>
<td>SRB+</td>
<td>Positive severe relative bias</td>
</tr>
<tr>
<td>SRB–</td>
<td>Negative severe relative bias</td>
</tr>
</tbody>
</table>

**Introduction**

To control spread of HIV, estimation of size of the most at risk populations such as injected drug users is vital. This is because the prevalence of AIDS among such groups is much higher than the general population. For example, while the prevalence of HIV among Iranian general population is 0.1% [11], corresponding figure among injected drug users is much higher, at 15% [12].
In the case of sensitive issues, direct size estimation methods are not recommended [16, 19]. The network scale-up is an indirect approach in which we ask a random sample of respondents about prevalence of different risky behaviors in their network [10, 14]. This method assumes that prevalence of risky behaviors among network of respondents is proportional to that of the population [13, 15].

As explained, in network scale-up approach, people reply on behalf of their network rather than themselves. This decreases the level of sensitivity and encourages respondents to participate in the study. While this method paves the way for estimation of size of several hidden groups in one single study, depending on the cultural issues, still some respondents might refuse to answer some parts of questionnaires. This causes the problem of incomplete questionnaires.

Problems caused by missing data are well addressed in the literature. Analysis of cases with available data (complete case (CC) analysis) is the most frequently applied method. However, it is known that omission of missing data results in power reduction and imprecise estimates. Other frequently applied methods include replacement with a fixed value such as median, regression imputation, expectation algorithm (EM), and multiple imputation [3, 8, 17, 18].

Almost all papers published address problems of missing data in setting of standard statistical methods such as longitudinal data, regression modeling, or survival analysis [1, 4, 20]. In other words, attention was mostly on magnitude of bias in assessment of correlation between variables, estimation of regression coefficients and its precision (standard error), or performance of prediction models.

Less attention, if any at all, was paid to the problem of incomplete questionnaires in the context of size estimation. In this manuscript, we addressed the impact of missing data on estimation of size of hidden groups. We then explored whether imputation methods can recover the data to provide unbiased estimates.
Methods

In response to the request of the Iranian Ministry of Health and Medical Education, a national-wide study was implemented to estimate the size and prevalence of misuse of different types of drugs in Iran. In street-based gender-match interviews, we approached pedestrians who walked alone and explained the aims of the study to them. Only those who verbally consented to participate in the study were recruited. Questions about misuse of 10 different types of drug were asked. For example, we asked respondents ‘how many people you know who misused opium at least once in the last year?’ Details and process of data collection have been addressed elsewhere [13]. Following the network scale-up methodology, the prevalence at national and province level is estimated and submitted to the Iranian Ministry of Health and Medical Education (confidential data). This study was approved in research chancellor of Kerman University of Medical Sciences, with code of ethical of 163/90/KA.

Data preparation

In this manuscript, we only used data collected in one area, with sample size around 1000. For each drug, in turn, we randomly deleted 10% of the replies. To take into account the sampling variation, this has been repeated 20 times; thus creating 200 data sets. To address the impact of missing rate, these steps were repeated at 30% and 50% nonresponse rates.

Imputation methods

To explore the behavior of different imputation methods, five methods were applied: two ad hoc (CC and median replacement (MED)) and three likelihood based methods (regression imputation, negative binomial regression (NB), and EM). NB was applied as responses to sensitive questions usually exhibit a skewed distribution. In the CC method, questionnaires included missing data were ignored. In the MED data sets, missing data for each variable were replaced by median value of response to the same question. In three likelihood based methods, variable with
missing data was considered as dependent, and the other nine variables plus
demographic characteristics [9] were served as predictors.

Therefore, fifteen compositions were studied by changing missing rate 
(3 rates) and imputation method (five methods), with 200 data sets at each 
(3000 data sets in total). This was followed by prediction of frequency of 
misuse of drugs in all data sets.

Comparison of methods

Results submitted to the Iranian Ministry of Health and Medical 
Education were served as real values. The relative bias was defined as 
the difference between predicted and real values divided by the real values.
The averages of positive and negative relative biases were considered as 
average overestimation and underestimation, respectively. In addition, we 
defined two binary variables named positive severe relative bias (SRB+) and 
negative severe relative bias (SRB–). To define SRB+, we recode relative 
biases between 0 and 10% to 0 and higher values to 1. To create SRB–, 
relative biases between 0 to –10% were coded to 0, and lower values to 1.

At each of the fifteen different compositions, we calculated average of 
overestimation and underestimation of relative bias, and prevalence of SRB. 
Finally, impact of missing rate and imputation method on creation of SRB+ 
and SRB– were evaluated though multifactorial logistic regression model. 
\( P \)-value < 5% was considered as being significance. All \( P \)-values were two 
sided. All analyses were applied in STATA and Excel software packages.

Results

Comparison of overestimation and underestimation of average relative 
bias

In 38 out of 3000 data sets, relative bias was exactly zero. 
Overestimation and underestimation were occurred in 1497 and 1465 data 
sets. Frequency of overestimation ranged 27 (MED at 50% rate) to 138 (NB 
at 50% rate). Corresponding figures for underestimation were 61 (NB at 50% 
rate) and 173 (MED 50%).
Overestimation at 10% missing rate. The MED exhibited the poorest performance with overestimation of 17%, which was at least two times higher than other methods (Figure 1). The EM had the lowest overestimation at 4%. Marginal difference was seen between regression, CC and NB.

Figures show mean of average relative bias. Arrows show standard deviation. Up and down bars show mean of overestimation and underestimation of relative bias, respectively.

Figure 1. Comparison of mean (standard deviation) of relative bias at different missing rates and imputation methods.

Underestimation at 10% missing rate. Performance of EM and NB was better than CC (−5% versus −10%), (Figure 1). The MED produced poor results; where in average −22% underestimation was occurred.

Overestimation at 30% missing rate. Performance of CC, MED and regression imputation methods was almost the same (about 20% overestimation). EM method was still better than other approaches (Figure 1). NB produced the highest overestimation at 27%.

Underestimation at 30% missing rate. The MED revealed the worst estimate at −38%. EM and NB provided the lowest underestimation (−16% and −12%). Regression imputation and CC were almost the same with around −20% underestimation.

Overestimation at 50% missing rate. At 50% missing rate, absolute relative bias across all imputation methods was higher than 20%.
Overestimation in MED and NB was higher than other methods. Lowest overestimation observed applying either CC or EM (26% and 27%, respectively).

*Underestimation at 50% missing rate.* MED exhibited the poorest performance with underestimation level around two times higher than other approaches. No remarkable difference was seen between NB, EM and regression.

**Comparison of Severe Relative Bias (SRB)**

For MED, regardless of missing rate, majority of SRBs happened was SRB−. However, majority of SRBs seen in regression and NB was SRB+ (Figure 2 top panel). In the case of CC and EM, contribution of SRB+ and SRB− in formation of SRB was equal. The EM was prone to SRB+ only at 10% missing rate (Figure 2 top panel).

*Missing rate 10%.* We have seen SRB in 118 and 65 out of 200 data sets analyzed by MED and CC models (Figure 2, top panel). Furthermore, about one forth of samples (48 out of 200) analyses by regression led to SRB. Corresponding figure for EM and NB was about one third and half that of CC (20 and 35 versus 65).

The SRB was occurred in 286 of 1000 data sets analyzed. Contributions of MED and CC were 41% and 23%, respectively (Figure 2 bottom panel). Contribution of NB was twice that of EM (12% versus 6%).

*Missing rate 30%.* Here 167 and 100 data sets analyzed by MED and EM analysis led to SRBs (corresponded to 84% and 50% of data sets). Performance of regression and CC was the same. Performance of NB was slightly poorer than EM.

In 66% of data sets SRB was happened where largest and smallest contributions were corresponded to MED and EM, respectively (25% versus 15%). Difference between NB and EM was only 2 percentage points (17% versus 15%).
Missing rate 50%. The frequency of SRB observed was almost the same in all methods, but not MED (Figure 2 top panel). In total, 825 scenarios resulted in SRB. Contribution of different imputation methods was around 20% (Figure 2 bottom panel). Highest percentage point difference was seen between MED and EM at 4% (22% versus 18%).

In the bottom panel, bars show percentage of SRBs by the method of imputation at different missing rate. For example at 10% missing rate for median approach $0.41 = \frac{118}{118 + 65 + 48 + 35 + 20}$.

**Figure 2.** Comparison of frequency of severe relative bias (top panel) and contribution of each method to create it (bottom panel).

**Logistic regression modeling**

In the multifactorial logistic regression model, significant interaction between missing rate and method of imputation was seen (Figure 3). EM was considered as the reference group. In terms of SRB+, the patterns of changes in logarithm of OR, across all imputation methods were similar. Regression
of logarithm of OR versus missing rate revealed that the regression imputation and MED methods exhibited smallest and largest slopes, respectively (–1.6 versus –8.1). This indicates that, by increase in missing rate from, superiority of EM over MED reduced sharper than other methods. The slopes for CC and NB were –5.5 and –3.1, respectively.

Figures in parenthesis show the slope of the regression line of logarithm of odds ratio (OR) versus missing rate.

**Figure 3.** Assessment of presence of interaction between missing rate and imputation method in creation of negative or positive severe relative biases (SRB).
With respect to SRB–, change in logarithm of OR in MED and NB methods was different with the other three methods where a V shape pattern was seen. Largest and smallest slopes were observed in the case of regression (–3.4) and NB (–0.2). We observed that increase in missing rate, does not change OR of NB, but remarkably decreases OR of regression imputation.

SRB+. At 10% missing rate, the performance of CC and NB methods was poorer than EM \((P < 0.01)\), (Table 1). The CC and NB methods were, respectively, 8.7 (95% confidence interval: 3.0, 25.7) and 5.3 (95% confidence interval: 1.8, 15.9) times more likely to produce SRB+ estimates. Poorest and best performances were seen in the case of MED \((\text{OR} = 4.23)\) and regression \((\text{OR} = 9.4)\).

At 30% missing rate, poorest and best performances were seen in the case of regression \((\text{OR} = 7.3)\) and NB \((\text{OR} = 8.1)\). Relative to 10% results, the superiority of EM imputation over MED, CC and NB reduced dramatically. The EM still kept its superiority over all methods. The NB was about 75% more likely to produce SRB+ estimates which was of marginal significant \((P = 0.04)\).

At 50% missing rate, only performance of regression was poorer than EM \((\text{OR} = 2.6, P = 0.01)\). Performances of CC, MED and NB were not significantly different with EM.

SRB–. Here NB and MED showed the best and worst performances, regardless of missing rate (Table 2). In all missing rates, NB was less likely to produce SRB– but this was not of statistical significance. MED was always poor. However, while in other methods increase in missing rate was associated with decrease in OR, in the case of MED sharp decrease followed by a sharp increase was seen. Regression was poorer than EM only in 10% missing rate \((\text{OR} = 3.0, P = 0.004)\). The CC was poorer than EM in 10% \((\text{OR} = 3.1, P = 0.002)\) and 30% \((\text{OR} = 1.9, P = 0.03)\) missing rates.
Table 1. Assessment of impact of imputation method and missing rate on the risk of observing positive severe relative bias

<table>
<thead>
<tr>
<th>Missing rate</th>
<th>Method</th>
<th>N</th>
<th>OR</th>
<th>Confidence interval</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>Median</td>
<td>21</td>
<td>23.4</td>
<td>7.2, 75.6</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>Complete case</td>
<td>33</td>
<td>8.7</td>
<td>3.0, 25.7</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>24</td>
<td>4.9</td>
<td>1.6, 14.6</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>23</td>
<td>5.3</td>
<td>1.8, 15.9</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>EM</td>
<td>4</td>
<td>REF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30%</td>
<td>Median</td>
<td>21</td>
<td>2.6</td>
<td>1.1, 6.2</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>Complete case</td>
<td>77</td>
<td>2.8</td>
<td>1.6, 5.0</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>96</td>
<td>3.7</td>
<td>2.1, 6.5</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>81</td>
<td>1.8</td>
<td>1.0, 3.0</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>EM</td>
<td>48</td>
<td>REF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50%</td>
<td>Median</td>
<td>21</td>
<td>0.9</td>
<td>0.3, 2.6</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>Complete case</td>
<td>76</td>
<td>1.0</td>
<td>0.5, 1.9</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>119</td>
<td>2.6</td>
<td>1.2, 5.6</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>118</td>
<td>1.6</td>
<td>0.8, 3.1</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>EM</td>
<td>83</td>
<td>REF</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

N shows frequency of SRB

Abbreviations:

OR: Odds ratio

NB: Negative binomial regression

EM: Expectation maximum algorithm
Table 2. Assessment of impact of imputation method and missing rate on the risk of observing negative severe relative bias

<table>
<thead>
<tr>
<th>Missing rate</th>
<th>Method</th>
<th>N</th>
<th>OR</th>
<th>Confidence interval</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>Median</td>
<td>97</td>
<td>8.6</td>
<td>4.6, 16.2</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>Complete case</td>
<td>32</td>
<td>3.1</td>
<td>1.5, 6.1</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>24</td>
<td>3.0</td>
<td>1.4, 6.3</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>12</td>
<td>0.9</td>
<td>0.4, 2.1</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>EM</td>
<td>16</td>
<td>REF</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| 30%          | Median     | 146 | 4.8 | 2.6, 8.7           | < 0.001 |
|              | Complete case | 66 | 1.9 | 1.1, 3.5            | 0.03    |
|              | Regression | 44 | 1.2 | 0.6, 2.2            | 0.65    |
|              | NB         | 32 | 0.7 | 0.4, 1.4            | 0.36    |
|              | EM         | 52 | REF  |                     |         |

| 50%          | Median     | 165 | 7.4 | 3.2, 17.1          | < 0.001 |
|              | Complete case | 83 | 1.5 | 0.8, 2.9            | 0.25    |
|              | Regression | 47 | 0.8 | 0.4, 1.5            | 0.44    |
|              | NB         | 43 | 0.9 | 0.4, 1.7            | 0.66    |
|              | EM         | 70 | REF  |                     |         |

N shows frequency of SRB
Abbreviations:
OR: Odds ratio
NB: Negative binomial regression
EM: Expectation maximum algorithm
Discussion

Estimation of size of some hidden populations such as those who misuse drug or alcohol is important for policy making and management of resources. Two main sources of bias in estimation of size of MARP groups are visibility and popularity [15]. Approaches to calculate correction factors to tackle these biases are proposed [16]. However, one issue which was of less concern was incomplete questionnaires. Our results demonstrate level of bias in size estimation in low, moderate and high missing rates. In addition, we showed whether imputation of missing data can recover the data to avoid biased estimates.

We observed that at 10% missing rate, relative bias in regression and CC models was about 1.6 and 2 times higher than EM. Corresponding figure for MED method was more than 4. This ratio for NB was 1 and 2 in the case of underestimation and overestimation.

In addition, ratio of number of times MED and CC suffered SRB was 6 and 3 times higher than EM (118 and 65 versus 20). This ratio for NB was 1.75.

When we randomly deleted 30% of data, we observed that the overestimation and underestimation were much higher than that of 10% missing rate. However, the rates of increase for different imputation methods were not the same. The MED was affected much lower than other methods. For example, in all methods, these statistics were increased by a factor of between 2.5 to 3.5. This ratio in MED is 1.73 for underestimation and 1.18 for overestimation.

Ratio of frequency of SRB at 30% missing rate over 10%, in EM was around 1.5 times higher than regression and NB (5 in EM, 2.92 in regression and 3.23 in NB). Corresponding ratios for CC and MED were about 2.3 and 3.5, respectively. All these evidences suggest that EM was still the best imputation method. However, its superiority over other methods was diminished.

At 50% missing rate, in terms of relative bias, MED was remarkably
poorer than other three methods. However, contribution of all methods in creation of SRB was about 20%.

In the multifactorial regression analysis, comparing with EM, in terms on SRB–, NB and MED were always best and worst options. However, in terms of SRB+, the picture was vague. For example, regression showed the best performance at 10% missing rate but the worst at higher missing rates. The opposite was true in the case of MED.

A search of literature reveals huge number of papers that address the impact of imputation methods at different missing rates. Results of papers that compared performance of imputation methods at different missing rates are controversial.

Some studies recommended use of ad hoc methods at low missing rate [4, 20]. For example, Asia Pacific Cohort Studies Collaboration aimed to determine the risk factors for coronary heart disease. The ability of imputation methods and CC analysis to handle the missing data on a single variable (cholesterol) was assessed. In 22 studies in which the missing rate was about 10%, the CC and imputation methods gave similar results [5].

As another example, data for 398 cases with suspected pulmonary embolism were available of which 246 participants (62%) had complete information on all 26 variables studied. Rates of missing values were as follows: 0% for 12 variables, < 10% for 11 variables, 14% for 1 variable and 21% for 2 variables. Results of multiple imputation were comparable with mean replacement in terms of magnitude of estimated coefficients, direction of association, and discrimination ability [21].

On the other hand, there are published papers where at low missing rate performance of CC or median replacement is not comparable to modern imputation methods [2, 20]. To address this issue, missing data are generated on one variable at 10%, 30% and 50% rates. The sample size was 100. At 10% missing rate, the MSE corresponded to EM analysis was minimum 246 times out of 500 iterations. Corresponding figures for regression and CC analysis are 202 and 52, respectively. Results were also the same at higher missing rates [20].
As another example, in a simulation study, true odds ratio (OR) between a diagnostic test and disease status was generated at 3. Then diagnostic test for 20% of diseased and non-diseased subjects was omitted. Replacement of missing data by overall mean led to OR of 1.73 [6].

Generally speaking, ad hoc methods should not be applied when missing rate is high. However, their performance is usually satisfying at low missing rate. On the other hand, EM algorithm has established its role as one of the best imputation methods [4]. Superiority of EM method over easier methods such as regression imputation, median replacement, or CC method has been addressed extensively [3, 8, 20].

Our results indicate that at, in low and moderate missing rates and in the case of SRB+, EM imputation is superior to other methods and can partially reduce the level of bias in size estimation practice. In addition, at high missing rate, performance of none of methods was satisfying.

When it comes to SRB–, MED was always the worst option. However, the superiority of EM over other methods was vanished at moderate missing rate.

These together suggest the usefulness of EM when missing rate is low, and un-usefulness of none of them at high missing rate. This was in contrast with lessons so far in the domain of missing data, which in general appreciated performance of ad hoc methods at low missing rate, and recommended application of modern methods at moderate and high missing rates.

Prevalence of misuse of different types of drugs is low. One of the weaknesses of our study we did not compare behavior of methods for rare to common prevalence. Therefore, the issue of impact of prevalence remains to be addressed. We are conducting simulation studies to investigate the behavior of imputation methods at different missing rates, for rare to common prevalence. Another limitation of our study was that all size estimation analyses (both real estimates and predictions) were based on frequency approach. In NSU practice, we asked respondents about number of people they know with risky behaviors. Therefore, the answer is a count.
Another approach would be to ask whether respondents know at least one person with risky behavior (yes, no question). Basic formulas for size estimation based on count or yes/no questions are different.

Another issue is that we deleted the data randomly. However, in the case of sensitive issues, nonresponse necessarily might not be random. In addition, our results showed behavior of our models in terms of SRB+ and SRB− was not comparable. Therefore, future work is needed to compare performance of frequency versus probability size estimation methods, in terms of SRB+ and SRB−, and to address the impact of missing mechanism.

Besides these limitations, to our best knowledge, this was the first study that highlights problems of incomplete questionnaires in setting of size estimation. In addition to that, we compared performance of frequently used imputation methods at low, medium and high missing rates. At each composition, we analyzed 200 data sets to take into account the sampling variation. We provided results that pave the way for future exploration in this field.

Generally speaking, results from literature suggest that, at low missing rate choice of imputation method is not of great concern [7]. On the other hand, modern imputation methods find room to show their ability when missing rate increases [2, 3]. However, our results present a different picture. We observed that median substitution was the poorest method. At 10% missing rate, EM imputation was superior and partially reduced bias. At moderate missing rate, performance of none of methods was satisfying. These results suggest that deep considerations should be taken into account to avoid incomplete questionnaires. Even low nonresponse can lead to biased estimates, which can partially be tackled by implementation of modern imputation method such as EM.
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